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ABSTRACT   

The moving object classification is a crucial step for several video surveillance applications whatever in the visible or 

thermal spectra. It still remains an active field of research considering the diversity of challenges related to this topic 

mainly in the context of an outdoor scene. In order to overcome several intricate situations, many moving objects 

classification methods have been proposed in the literature. Particular interest is given to the classes “Pedestrian” and 

“Vehicle”. In this paper, we have proposed a moving object classification approach based on deep learning methods 

from visible and infrared spectra. Three series of experiments carried on the challenging dataset “CD.net 2014” have 

proved that the proposed method reach accurate moving objects classification results when compared to methods based 

on deep learning and handcrafted features. 
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1. INTRODUCTION  

Moving object classification is a key step in intelligent video surveillance systems which consists in identifying the 

classes of detected objects in order to analyze their behavior. It remains an active research topic for several video 

surveillance applications such as abnormal events detection [1], people re-identification [2], human action recognition 

[3], vehicle license plate recognition [4], etc. The classification of moving objects in outdoor scenes is a challenging task, 

due to the complexity and diversity of real-world constraints. These challenges can be related to the environment, the 

moving objects or the acquisition equipment. Indeed, the variations in lighting conditions and dynamic weather 

conditions (e.g. overcast, fog, rain, snow) degrades the quality of images captured with visible cameras. In addition, the 

visibility of moving objects can be affected by the variation of the environment temperature in infrared images. 

Moreover, the moving objects present a set of intrinsic challenges including total or partial occultations, inter-object 

similarity and variation in appearance and/or resolution. In addition, the presence of shadow or halo, respectively, in 

visible or infrared image, modifies consequently the moving objects’ shapes. Finally, the change of point of view and the 

movement of the camera in a scene cause variation in the shape, speed, size and appearance of the moving objects and 

alter the classification accuracy. In the literature, several methods of classifying moving objects in the visible and 

infrared spectra have been proposed in the context of video surveillance in an outdoor scene. A particular interest is 

given to the classes “Pedestrian” and “Vehicle” who are the main classes used to analyze a scene. A study of existing 

works shows that the methods can be classified into two main categories: hand-crafted features-based methods and deep 

learning-based methods. On the one hand, the handcrafted features-based methods rely on convolutional descriptors. 

Thus, they can be categorized mainly into four main sub-categories: shape-based, texture-based, movement-based and 

hybrid methods, depending on the selected descriptor. On the other hand, the deep learning-based methods use generally 

a convolutional neural network to automatically extract deep features for moving object classification. In this paper, we 

have proposed a moving object classification method based on deep learning relying on infrared or visible spectrum. In 

our work, dealing with video surveillance, we have considered the two main classes of moving objects namely 

“Pedestrian” and “Vehicle”. The remainder of this paper is organized as follows: Section 2 provides the literature survey 

on moving object classification methods. Section 3 describes the proposed methods for moving object classification 

based on deep learning convolutional neural network model as a feature extractor. Experimental results of our work are 

outlined in Sect. 4. Finally, our conclusion and future works directions are introduced in Sect.5.  

2. LITERATURE SURVEY OF MOVING OBJECT CLASSIFICATION METHODS 

Moving object classification has received considerable attention in the computer vision research field given the 

variety of challenges related to this topic. Thus, several methods have been proposed to ensure accurate classification 



 

 
 

 

results. In this section, we provide a brief literature overview on moving object classification methods using whatever the 

visible or thermal spectra. According to previous research, existing methods for moving object classification can be 

classified in two main categories: handcrafted features-based methods and deep learning-based methods. 

2.1 Handcrafted features-based methods 

The handcraft features based methods have been developed for decades and still serve as a powerful tool when 

combined with machine learning classifiers [5] [6]. In fact, the robustness of these methods is related to the efficiency of 

the used descriptors. We can classify the most common methods into three major sub-categories based on shape, texture 

and / or movement. The shape-based methods use 2D spatial information such as area, bounding box size [7], silhouette, 

Histogram of Oriented Gradients (HOG) [8] and / or contours, etc. These methods are known to be sensitive to the 

presence of shadows/halos that affect the shape of the moving objects. In addition, they may fail to discriminate specific 

moving object classes (e.g., pedestrian groups and vehicles). On the other hand, texture-based methods rely on the spatial 

variation of the pixel’s intensities of moving regions. It is about extracting the relevant texture characteristics by the 

appropriate descriptors such as Local Binary Pattern (LBP) [9], Markov Random Field (MRF) [10], etc. The study of 

texture-based methods has shown their performance in terms of precision in the task of objects classifying. However, 

these methods require a significant computing time [11]. Regarding the movement-based methods, they consider that 

object’s movement patterns as well as temporal characteristics such as periodicity, direction and speed of tracked objects 

are relevant enough to classify the moving objects [12]. For instance, the residual flow can be used to analyze the rigidity 

and periodicity of moving objects. Rigid objects are expected to exhibit low residual flow while a non-rigid moving 

object has a higher average residual flow and even displays a periodic component [13]. Thus, the residual flow of a 

person or pedestrian group is differentiated from that of another rigid moving object, such as vehicles [14]. However, 

movement-based methods fail when pedestrians have an unusual gait pattern and in far-field images where movement of 

the legs and arms cannot be clearly captured. The movements-based features are discriminatory for the classification task, 

but can lead to false results in the case of slow movement. Moreover, several works in the literature have simultaneously 

combined shape, texture and / or motion to enhance the classification accuracy. In [15], the authors have combined shape 

and movement features for a better description of moving objects to discriminate between three moving objects classes 

namely “Pedestrian”, “Pedestrian Group” and “Vehicle”. As for Moctezuma et al. [16], they have combined a shape-

based descriptor which is the Oriented Gradient Histogram (HoG) with a texture-based descriptor that is the Gabor filter. 

This combination aims to classify moving regions in human or non-human classes within uncontrolled surveillance 

environments. 

2.2 Deep learning-based methods 

During these last few years, deep learning techniques have been rapidly developed and have shown improvement on 

results in various tasks. Particularly, the deep learning methods based on Convolutional Neural Networks (CNN) have 

been used in the field of object recognition and classification, who recorded high performance [17]. The performance of 

CNNs come from the fact that they are capable to, automatically, extract information and learn features from image [18]. 

For instance, K. Simonyan et al. [19] have proposed a deep learning model “ConvNet” for large scale image 

classification. As for R. Shima et al. [20], they have proposed a deep convolutional neural network for object 

classification using depth images based on spatial information which is acquired by Kinect. However, the main drawback 

of CNNs is that they require massive data of training examples. For this reason, recent works have widely resorted to the 

transfer learning in the classification field due to the difficulty of collect large annotated datasets [21] [22]. In machine 

learning, the transfer learning can be classified in two categories related to the using way of the pre-trained network. 

Indeed, the first one consists in conserving the initial pre-trained CNN and adapting the parameters on the novel training 

data [23]. Whereas, in the second one, the pre-trained CNN is used to extract a set of discriminative features then an 

efficient classifier is employed to the classification task [24]. Thus, several CNN architectures (e.g., VGG-Net [19], 

AlexNet [25], ResNet [26], DenseNet [27], GoogleNet [28], ShuffleNet [29] and MobileNetV2 [30]) have been 

successfully applied for image features extraction and classification tasks. In this same framework, the authors of [31] 

have proposed an object recognition method with pose estimation based on transfer learning using the pre-trained 

CaffeNet model. Likewise, in [32] the authors have introduced a new method based on structured matching on the fast 

OverFeat pre-trained model to improve the image classification. 

2.3 Discussion 

Overall, the handcraft features extraction-based methods are designed to specific domain with a small database. 

Furthermore, deep learning methods have had a great surge in their popularity over the last few years due to their 

exceptional performance. Nevertheless, the deep learning methods require a large dataset in the offline phase to achieve 



 

 
 

 

outperforming accuracy [5] [33]. Hence, in order to accelerate the learning process, many works have resorted to a 

pretrained neural network that initializes the CNN with pretrained parameters rather than randomly set ones. Based on 

this study, we proposed in this paper, a deep features-based method for moving object classification. Indeed, we opted to 

transfer learning due to the lack of large visible/infrared annotated datasets. 

3. PROPOSED METHOD 

In this paper, we suggested a deep learning-based method for moving object classification. In fact, the classification 

relies on a deep learning convolutional neural network model as a feature extractor. Figure 1 shows the process of our 

method which consists of two main phases: the object model generation and the classification process, which are 

depicted in the following sub-sections. 

 

 
Figure 1. Proposed method for moving object classification. 

3.1 Object model generation 

The first phase is performed off-line. It aims to generate the prediction model for classifying moving objects into 

"Pedestrian" or "Vehicle" class. Hence, we start by a feature extraction step to extract the feature vector representing the 

moving objects who is fed, in a second step, to the SVM classifier in order to identify the class of each object. 

 

Figure 2. DarkNet-53 Architecture. 

3.1.1 Feature extraction   
As it is well known, the feature extraction is a crucial step in any classification problem that requires to identify 

discriminative features for training the classifier. Inspired by the high performance of convolutional neural network 

(CNN), we propose a moving object classification method based on deep features generated by a deep CNN model to 

select a powerful and discriminative features-set and an efficient representation of moving objects. In the literature, 

several CNN models have been proposed and trained on huge datasets. The Darknet-53 is a convolutional neural network 

which is part of the YOLOv3 as powerful feature extractor for object detection [34]. In fact, it was trained on ImageNet 

dataset and processes input image of size 416x416x3 pixels which is classified into the appropriate class. This 

architecture consists of 53 convolution layers which are composed by a layer’s series at dimensions of 1×1 followed by 

3×3. After each convolution layer, a batch normalization layer and a LeakyReLU layer is performed as well as a residual 

layer is introduced in order to overcome the problem related to the disappearance or the explosion of the network [35]. 

The object model generation consists firstly on training the network parameters to adapt the model to the moving object 



 

 
 

 

classification problem. Thus, we proposed to find-tune the DarkNet-53 CNN model (cf. Figure 2) to generate deep 

features and adapt it to our classification context. 

3.1.2 SVM classifier    

After finding the feature vectors of all training dataset, a classifier is fed to generate a prediction model allowing later 

the classes identification of each moving object. To this end, we have opted to an SVM classifier with linear kernel 

which is among the best classifiers designed for binary classification tasks.  

3.2 Classification process 

The goal of this online phase is to classify each detected moving object into the appropriate class. To extract the 

moving objects from a video stream whatever in infrared or visible spectrum, we resorted to our moving object detection 

method proposed in our previous research [36]. In fact, the proposed method detects moving objects based on 

background modelling in full-spectrum light sources (FSLS-MOD), which follows an appropriate temporal behavior. 

Indeed, our method finds its originality in the switching strategy between the infrared and visible spectra light sources 

according to the level of illumination and the state of the weather conditions. This method has recorded high accuracy 

proving the effectiveness and the feasibility of our system to run under different situations and various weather 

conditions. The classification is based on the model constructed in the object model generation step. In our work, we 

have considered two classes of moving objects namely “Pedestrian” and “Vehicle”, which are the main classes in the 

context of video surveillance in an outdoor scene. In order to demonstrate the performance of the proposed method 

several experiments were carried out and presented in the forthcoming section. 

4. EXPERIMENTAL RESULTS 

In order to evaluate the performance of the proposed method, we have resorted to three well-known datasets 

composed of challenging video sequences. The first set of data, named “OSU Color-Thermal Database” [37], consists of 

six pairs of infrared/visible video sequences which contains several pedestrians moving around the scene. The second 

corpus namely “INO Video Analytics Dataset” which is composed of ten infrared/visible video sequences covering 

different challenges [38]. The last dataset called “CD.net 2014” presents typical outdoor visible and thermal data 

containing large scope of challenges [39]. Relying on these challenging datasets, three series of experiments are 

conducted to assess the performance and the effectiveness of the proposed method for moving object classification. In 

fact, the first series of experiments validates the choice of the DarkNet-53 architecture as a discriminant feature extractor 

for moving objects classification in the visible/infrared spectra. While the second one, proves the effectiveness of the use 

of SVM classifier instead of the softmax classifier to classify the moving objects. Finally, in the third series of 

experiments, the classification performance is reported to prove the performance of deep features compared to 

handcrafted ones. 

4.1 First series of experiments 

The main purpose of this series of experiments was to validate the choice of the DarkNet-53 architecture as a 

discriminant feature extractor for moving objects classification. In fact, we have compared our classification accuracy 

recorded on the test dataset to other well-known deep CNN models which are widely used for the classification task in 

computer vision field (DarkNet-53, VGG-Net [19], AlexNet [25], ResNet-50 [26], DenseNet [27], GoogleNet [28], 

ShuffleNet [29] and MobileNetV2 [30]). These deep CNN models have been used for features extraction and the moving 

object classification was achieved with the same linear support vector machine classifier. Table 1 displays the 

classification accuracy.  

Table 1. Comparison of CNN architectures for moving object classification in visible/infrared spectra in terms of accuracy. 

CNN Architectures Visible spectrum Infrared Spectrum 

VGG-19 [19] 97.26 80.71 

AlexNet [25] 93.31 75.87 

ResNet-50 [26] 97.68 75.73 

DenseNet [27] 97.46 81.31 

GoogleNet [28] 94.38 81.83 

SuffleNet [29] 95.86 86.41 

MobileNetV2 [30] 95.2 89.21 

DarkNet-53 [35] 98.12 91.54 



 

 
 

 

The presented results validate our choice of the DarkNet-53 deep architecture as feature extractor to provide an 

accurate representation of moving objects in both visible and thermal video stream. Note that the classification rate in 

thermal datasets is slightly weaker than those in visible ones due to the sensitivity of this spectrum to the environment 

temperature. Indeed, in the case of high temperature, the pedestrians can become somewhat invisible. 

4.2 Second series of experiments 

The aim of this experiment was to evaluate the performance of the use of linear SVM classifier in both the infrared 

spectrum and the visible one. Table 2 displays a comparison of the classification accuracy results obtained by the 

proposed method and those achieved by the softmax classifier.  

Table 2. Comparison of classification accuracy obtained by the proposed method compared to those by the softmax classifier. 

Methods Visible spectrum Infrared Spectrum 

Softmax classifier 94.76 88.99 

Proposed method 98.12 91.54 

These reported results show that the use of linear SVM classifier have improved the results in both spectra. In fact, 

the classification accuracy has gone from 88.99 to 91.5 in the infrared spectrum and from 94.76 to 98.1 in visible 

spectrum. Such a statement shows the efficiency of using the linear SVM classifier together with deep features. 

4.3 Third series of experiments 

To confirm the effectiveness of our method, we compared our results to those obtained in our previous work [15]. In 

fact, in [15] we have proposed a moving object classification method based on handcrafted features which rely on shape 

and movement. Table 4 outlines the comparative study conducted on the “CD.net 2014” dataset. The linear SVM 

classifier was trained with these handcrafted features to select the appropriate class. The proposed deep learning-based 

method have shown a high performance in moving object classification as well in visible sequences as in thermal ones 

showing, once again, that the deep CNN model allows to generate discriminative features. 

Table 3. Comparison of classification accuracy of the proposed method vs handcrafted features. 

Methods Visible spectrum Infrared Spectrum 

Handcrafted features [15] 91.84 72.68 

Proposed method 98.12 91.54 

5. CONCLUSION 

The moving objects classification from visible or infrared video sequences stands a promising field. In this context, 

we have proposed a moving object classification method founded on a deep learning convolutional neural network model 

for feature extraction combined with a linear SVM classifier. Through the experimental evaluation of the proposed 

method on the “CD.net 2014” dataset, we have succeeded to validate its performance. Encouraged by the promising 

results, we aim to integrate the proposed method into a real-world video surveillance system. In addition, we will focus 

on other challenges mainly those related to the infrared spectrum. 
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